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Resumen

La traduccién automatica de lenguas indigenas de bajos recursos hoy en
dia sigue siendo un desafio latente, sobre todo por la escasez de recursos
lingliisticos digitales. En este trabajo de investigacién se propone la
evaluacién de la calidad de un traductor automatico (que utiliza el
modelo Transformer) del idioma Yorem-nokki al idioma Esparfiol y
viceversa. La investigacién se aborda desde un enfoque cuantitativo
con alcance de tipo descriptivo-explicativo. Los resultados permitieron
comprobar las hipétesis alternas CAL-BLUE-H1 y CAL-CHRF++-H1, en
ambos casos, se comprobd que supera el 60% de calidad de traduccién
del idioma Yorem-nokki al idioma Espafiol (y viceversa). Sin embargo,
es importante mencionar que la evaluacion de la calidad fue mas estricta
con la métrica BLUE y mds realista con la métrica chrF++ Asi también,
aungque el resultado todavia esta alejado de valor ideal (90-100%), esta es
una primera version de modelo de traduccion con area de oportunidad
de mejora. Para trabajos futuros se espera incrementar la base de
conocimiento del idioma Yorem-nokKki, utilizar modelos pre-entrenados
delenguas indigenas para mejorar la calidad de las traducciones y disefiar
e implementar un software prototipo de traduccién automadtica de libre
acceso para la comunidad Yoreme.

Palabras clave: Evaluacién de la calidad, traduccién automatica, métricas
BLUE y chrF++, lengua indigena Yorem-NokKki.

Introduccion

La Traduccién Automatica (TA) ha experimentado una evolucién
notable en la dltima década, principalmente gracias a la emergencia y
perfeccionamiento de los modelos de TA Neuronal (TAN). Esta tecnologia
ha revolucionado la forma en que el contenido multilingle es producido
y consumido, permitiendo la traduccién de grandes volimenes de texto
de manera rapida y eficiente. La demanda de comunicacién transiligiie
ha crecido exponencialmente en un mundo cada vez mds interconectado,
y la TA se ha posicionado como una herramienta indispensable para
satisfacer esta necesidad.
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En Sinaloa y Sonora, la lengua indigena Yoreme-Mayo (Yorem-ndkki)
se encuentra en un alto riesgo de desapariciéon por diversas razones
como la falta de trasmision intergeneracional de la lengua, la reduccién
de los dmbitos de uso, la cantidad y calidad de los materiales escritos en
general. En este contexto, el uso de TA son una alternativa viable para su
conservacion.

No obstante, a pesar de los avances significativos en la TA, su
aplicacion a lenguas de bajos recursos, en especifico el Yorem-nékki, es
un desafio considerable, dada la severa escasez de grandes conjuntos de
datos paralelos necesarios para entrenar un sistema de TA robusto. Por
otra parte, esta limitacion se agrava por la insuficiencia de métodos de
evaluacion efectivos y apropiados.

En este trabajo se evalta la calidad de la traducciéon automatica del
idioma Yorem-nodkki al idioma Espafiol y viceversa con las métricas
Bilingual Evaluation Understudy (BLEU) y Character-level F-score++
(ChrF++). Paraello se disefid, entrend y midié el rendimiento de un modelo
de Red Neuronal Transformer (RNT) con una base de conocimiento
extraida del diccionario Yorem-nékki del autor Aguilar Veldzquez (2020).
Esta es la primera etapa de la construcciéon de una aplicacién inteligente
que ayuda en la conservacién del idioma Yorem-nékKki.

El documento estd estructurado en siete apartados: el primero consiste
enlapresenteintroduccion; el segundo,exponelos conceptosrelacionados;
el tercero, aborda los trabajos relacionados; el cuarto, presenta el proceso
metodolégico; el quinto muestra los resultados obtenidos; el sexto expone
las conclusiones; y finalmente, en el séptimo apartado se enlistan las
referencias en las que esta sustentada la investigacion.

Conceptos Relacionados
Traduccion Automatica

Como parte de la linglifstica aplicada, la TA es relevante desde una
perspectiva cientifica, ya que actia como un campo experimental
tanto para la lingiiistica como para la informatica, especialmente en el
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procesamiento y analisis automdtico del lenguaje natural. Esta disciplina
también conecta con otras areas de la linglistica aplicada, como la
traductologia, la terminologia, la psicolingiiistica y la pragmdtica entre
otras (Casacuberta Nolla & Peris Abril, 2017)automatic translation was
dominated by systems based on linguistic information, but then later
other approaches opened up the way, such as translation memories and
statistical machine translation which draw on parallel language corpora.
Recently the neuronal machine translation (NMT.

La TA se refiere al proceso automatizado de transformacién de texto o
voz de un idioma, conocido como idioma de origen, a otro, denominado
idioma de destino. Implica el uso de modelos computacionales y
algoritmos para analizar y comprender la informacién de entrada en el
idioma de origen y generar una representacion equivalente en el idioma
de destino (Naveen & Trojovsky, 2024).

Red Neuronal Transformer

Una red neuronal estd formada por un conjunto de unidades de
procesamiento simples, también conocidas como neuronas artificiales,
que estan fuertemente interconectadas. Su funcién consiste en calcular
un producto escalar entre las entradas de la neurona y un vector de pesos
asociado, seguido de una funcién de activacién no lineal (Casacuberta
Nolla & Peris Abril, 2017). Segtin (Vaswani et al., 2017), la red neuronal
Transformer es un tipo de red recurrente que se ha convertido en
la arquitectura mas popular y robusta para el modelo codificador-
decodificador en problemas de traduccién automatica neuronal. Este
modelo utiliza mecanismos de autoatenciéon que permiten al codificador
yal decodificador considerar cada palabra en toda la secuencia de entrada.

Calidad dela TA

La calidad de TA se define como el grado en que un sistema de traduccién
automatica produce textos en el idioma de destino que son comprensibles
y precisos, manteniendo la fidelidad al contenido original. La calidad se
evaliia mediante diferentes enfoques, incluyendo métricas automdticas
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y evaluaciones humanas, para asegurar que la traduccién conserve
tanto el sentido como el estilo del texto fuente (Hiebl & Gromann, 2023).
En el ambito de la TA, la precisién y la fluidez son dos componentes
fundamentales para evaluar la calidad de las traducciones generadas por
maquinas.

e Drecisién

La precision en la TA se refiere a la exactitud con la que el sistema
traduce el contenido del idioma fuente al idioma objetivo, manteniendo
la fidelidad al significado original. Es decir, una traduccién precisa
transmite correctamente la informacién y el sentido del texto original sin
distorsiones. Este concepto es esencial en la evaluacién de la calidad de la
TA, ya que una alta precisién indica una correspondencia cercana entre la
TA y la traduccién humana de referencia (Koponen, 2010)

e Fluidez

La fluidez se refiere a la naturalidad y coherencia de la traduccién en
el idioma objetivo. Una traduccién fluida es aquella que, ademads de
ser gramaticalmente correcta, resulta facil de leer y entender para un
hablante nativo del idioma objetivo. Este aspecto es esencial, ya que una
traduccién que carece de fluidez puede dificultar la comprensién del
mensaje, aunque sea precisa en términos de contenido (Papineni et al.,
2002).

Evaluacion de la Calidad de la TA

La evaluacién de la calidad de la TA se refiere a la medicién y andlisis
de la efectividad y precisién de las traducciones generadas por sistemas
automdticos (Briva-Iglesias, 2022), esta puede llevarse a cabo mediante
métodosautomaticos, que son eficientes y econdmicos, asi comomediante
evaluaciones humanas, que proporcionan un estandar de calidad
mas confiable. La calidad de la TA puede medirse mediante métodos
automaticos como BLEU y chrF++ que se basan en la coincidencia léxica.

e BLEU (Bilingual Evaluation Understudy), es una métrica utilizada
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para evaluar la calidad de traducciones generadas por sistemas de
traduccién automatica. Fue propuesta por (Papineni et al., 2002) y se
basa en el calculo de la precisién de n-gramas al comparar la TA con
una o mas traducciones de referencia humanas.

e chrF++ (CHaRacter-level F-score), es una métrica que combina la
evaluacion basada en n-gramas de caracteres con n-gramas de
palabras para aprovechar tanto la informacién morfolégica como la
semantica, resultando en una mejor correlacién con evaluaciones
humanas en diversas lenguas (Popovic, 2017).

Lengua Indigena

Segun la Real Academia Espariola (RAE, 2023) la definicién de la palabra
lengua se refiere al vocabulario y gramatica propio de un grupo social.
De acuerdo con la UNESCO (UNESCO, 2023) la lengua indigena no se
refiere solamente a simbolos de identidad o pertenencia a un grupo, sino
que también son vehiculos de valores éticos. Representan una trama de
sistemas de conocimientos mediante el cual un pueblo forma un todo con
la tierra y es indispensable para su supervivencia.

Lengua Yoreme-Mayo

El Mayo es un grupo étnico originario del sur del estado de Sonora y del
norte de Sinaloa, también llamado Yoreme (ArqueologiaMexicana, 2022).
La agrupacién lingiiistica mayo, o como sus hablantes lo denomina
Yorem-nokki (que significa Yoreme-Mayo), pertenece a la familia Yuto-
nahua. Se considera una sola lengua, puesto que no tiene variacién
interna (INALI, 2020).

Los Yoreme habitan en el noroeste de México, en parte de los estados
de Sonora y Sinaloa, que comprende tres areas naturales: la sierra, los
valles y la zona costera, las cuales definen sus caracteristicas productivas,
asi como sus problemadticas. En el estado de Sinaloa sus comunidades
se localizan en la parte norte en los municipios de Ahome, El Fuerte y
Guasave; mientras que, en Sonora, habitan en la porcién sur, en los
municipios de Etchojoa, Huatabampo y Navojoa, principalmente.
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Trabajos relacionados

A continuacion, se presentan diversas investigaciones relacionadas con la
evaluacion de la calidad de traductores automaticos de lenguas indigenas.
Es importante decir, que una parte de estas investigaciones fueron
detectadas en una revision de literatura relacionada con el aprendizaje
mévil de lenguas indigenas (Montes Santiago et al., 2024)

De Gilbert et al (2025) presentan una investigacién que contribuye
al desarrollo tecnoldgico, educativo y de evaluacién para 14 lenguas
indigenas de América a través de métodos de Procesamiento de Lenguaje
Natural (PLN) adaptados, con participacién de comunidades lingiiisticas
y hablantes nativos.

Aborda el problema de la escasez de recursos y herramientas para el
PLN aplicado a las lenguas indigenas de América. Entre los desafios que
enfrenta en su estudio menciona la ausencia de métricas adecuadas y
fiables para evaluar la calidad de la TA en lenguas indigenas. En la tarea
compartida de desarrollo de métricas de TA utilizaron como métricas
principales chrF++ y BLUE para medir el desempefio en la traduccién de
14 lenguas indigenas de escasos recursos.

En el trabajo de investigacién de Pinhanez et al. (2024), proponen el
desarrollo de un marco tecnoldgico y metodolégico para la revitalizacién
delenguas indigenas mediante herramientas de Inteligencia Artificial (IA)
y PLN contribuyendo con esto al apoyo en documentacion, preservacion y
revitalizacién de lenguas indigenas en peligro de desaparicion. Construye
asistentes de escritura con correctores ortograficos y prediccion de
palabras para lenguas indigenas como Guarani, Mbyd y Nheengatu y
prueba estos prototipos con jévenes indigenas para fomentar el uso
escrito de sus idiomas.

En el estudio realizan varios experimentos y evaluaciones para
probar la efectividad de modelos de IA en la traduccién y procesamiento
de lenguas indigenas. Se compard los modelos de IA en términos de
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precision de traduccion. Las métricas utilizadas fueron BLEU Score que
evaltia la similitud entre la traduccién generada y la traduccién esperada,
asi como BLEURT y BERTScore. Estos modelos estan basados en redes
neuronales para evaluar la calidad de la traduccién.

Bautista Morales et al. (2024), realizan una investigaciéon en donde
presentan el desarrollo de una arquitectura de TA basada en Red
Neuronal Transformer (RNT) para el idioma mixteco, una lengua
indigena con escasos recursos. En su trabajo para calcular la calidad de
traduccién de espafiol a mixteco, se utilizé la métrica BLEU demostrando
con esto la viabilidad del modelo de traduccién a pesar de la limitada
disponibilidad de datos, evidenciando la necesidad de ampliar el corpus
de entrenamiento. Proponen la integracién de un sistema colaborativo
con hablantes nativos y el desarrollo de un algoritmo basado en reglas
gramaticales para optimizar la calidad de las traducciones. En este estudio
se establecen las bases para futuras investigaciones en la preservacién y
revitalizacién de lenguas indigenas mediante IA.

En el trabajo de Le et al. (2023), presentan el primer estudio sobre
el reconocimiento de entidades nombradas para la lengua indigena
inuktitut de Canadd que carece de recursos lingiiisticos y de grandes
datos etiquetados. Hace una contribucién importante al estudiar la
transferencia de caracteristicas lingiiisticas del inglés al inuktitut, en
funcion de reglas o incrustaciones de palabras bilingiies. La investigacién
propone dos enfoques para el modelo de reconocimiento de entidades
nombradas de la lengua indigena inuktitut. El enfoque basado en reglas
y el basado en incrustaciones de palabras bilingiies que buscan superar
las limitaciones de datos anotados al aprovechar los recursos existentes.

La evaluaciéon del modelo se realiza mediante varias métricas de
desemperio en tareas de alineaciéon de palabras, reconocimiento de
entidades nombradas y TA. Los experimentos incluyen la utilizacién
de las métricas como BLEU y chrF++ para analizar la calidad de la
traduccién; en términos de recuperacién, precision y puntuacién obtiene
resultados que muestran la eficacia de los métodos de reconocimiento
de entidades nombradas mejorando el rendimiento de la TA neuronal
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del inuktitut al inglés. En el estudio se implementan pruebas del modelo
de reconocimiento de entidades nombradas, destacando dificultades
debido a la escasez de datos y variabilidad lingiiistica. Los autores
enfatizan la importancia de la colaboracién con comunidades indigenas
para la recoleccién y validaciéon de datos y sugiere el uso de técnicas
como aprendizaje transferido, asi como datos sintéticos para mejorar la
precisiéon de los modelos en lenguas con pocos recursos digitales.

Los autores Tonja et al. (2023), mencionan que existe una baja calidad
en los sistemas de TA neuronal para lenguas con pocos recursos, cComo
Wolaytta idioma de recursos limitados. En este sentido, debido a la
escasez de datos paralelos existe una limitante en el acceso a tecnologias
lingliisticas modernas para hablantes de estas lenguas. En su estudio
proponen utilizar datos monolingties del lado fuente junto con datos
sintéticos generados por un modelo inicial, aplicando un enfoque de
autoaprendizaje (self-learning) y ajuste fino (fine-tuning) del modelo
para mejorar la calidad de la TA neuronal en lenguas de bajos recursos.

En sus experimentos utilizan las métricas BLEU y chrF++ para evaluar
objetivamentela calidad delas TA generadas. Estas métricas cuantificaron
la efectividad de las técnicas propuestas (autoaprendizaje y ajuste fino
con datos monolingiies) para mejorar la TA neuronal en un escenario de
bajos recursos (Wolaytta-inglés).

En el trabajo de Tonja et al. (2023), proponen el primer corpus
paralelo espafiol-mazateco y espafiol-mixteco para modelos de TA.
En su investigacién realizan un gran avance en la digitalizacién de
lenguas indigenas, proporcionando datos accesibles para investigadores
y desarrolladores de PLN. En este estudio, la métrica BLEU se utiliz6
para evaluar el rendimiento de los modelos de TA desarrollados para las
lenguas indigenas mazateco y mixteco, en relacién con el espafiol.

Este estudio llevo a cabo la evaluacién de modelos de TA en lenguas
de bajos recursos utilizando tres enfoques diferentes: transformacion,
aprendizaje por transferencia y ajuste fino de modelos de TA multilinglies
preentrenados, demostrando el impacto de los corpus paralelos en la
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mejora de la traduccién y promocién de la preservacion lingiiistica a
través del uso de tecnologia para fomentar la ensefianza y documentacién
de estas lenguas mazateco y mixteco.

Los autores Billah Nagoudi et al. (2021), mencionan que la falta
de corpus paralelos disponibles para lenguas indigenas dificulta la
implementacién de modelos de TA eficientes. Proponen el desarrollo de
un Modelo de Traduccién Transformer denominado IndT5 que permite
mejorar la traduccién. Para el entrenamiento de este modelo se elabord
un corpus con una coleccién de diez lenguas indigenas y el espariol,
empleando técnicas de aprendizaje transferido que demuestran que los
modelos preentrenados en espaiiol pueden mejorar la traduccién en
lenguas de bajos recursos.

En su trabajo evalia el impacto de los datos en la TA, mostrando que
la cantidad de corpus disponible es un factor clave en la calidad de las
traducciones. Esta investigacion, utiliza las métricas BLEU y chrF++ para
evaluar la calidad de las TA generadas por el modelo IndT5. Los resultados
muestran que los modelos de traduccién basados en aprendizaje
automdtico mejoran significativamente cuando se usa el corpus paralelo,
aunque aun existen desafios en la fluidez y precisién de las traducciones.

Metodologia

En esta seccién se explica la metodologia aplicada para evaluar la calidad
de la TA de una frase del idioma Yorem-nokki al idioma Espafiol y
viceversa.

La presente investigacién se aborda desde un enfoque cuantitativo.
Seguin (Hernandez Sampieri et al., 2014), implica un conjunto de procesos
de recolecciéon y andlisis de datos numéricos para responder a un
planteamiento del problema de manera objetiva y medible.

El enfoque cuantitativo sigue un proceso sistemdtico, empirico y
critico que se centra en la recoleccién y el andlisis de datos estadisticos,
permitiendo realizar inferencias a partir de patrones y relaciones en
los datos numéricos obtenidos. Tiene como objetivo medir y analizar
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aspectos especificos del fendémeno de estudio, proporcionando resultados
replicables y generalizables (Herndndez & Mendoza, 2020).

El alcance de la investigacion es de tipo descriptivo. Puede
proporcionar datos descriptivos que permiten obtener una visiéon general
de un fenémeno, lo cual es importante para entender su magnitud
y caracteristicas principales antes de pasar a etapas explicativas o
experimentales.

A continuacion, se presentan las hipétesis que guiaron este trabajo de
investigacion.

e Hipdtesis Nula (CAL-BLUE-HO): La calidad de la TA del idioma Yorem-
nokki no alcanza 60 puntos de la métrica BLEU.

e Hipotesis Alternativa (CAL-BLUE-H1): La calidad de la TA del idioma
Yorem-noékki alcanza o supera 60 puntos de la métrica BLEU.

e Hipdtesis Nula (CAL-CHRF-HO): La calidad de la TA del idioma Yorem-
nokki no alcanza 60 puntos de la métrica chrF++.

e Hipotesis Alternativa (CAL-CHRF-H1): La calidad de la TA del idioma
Yorem-noékki alcanza o supera 60 puntos de la métrica chrF++.

Enseguida, se explican las etapas del preprocesamiento de los
datos para poder entrenar el modelo de red neuronal Transformer, y
posteriormente, se describe el procedimiento que se sigui6 para evaluar
el rendimiento del modelo y poder comprar las hipétesis planteadas.

Preprocesamiento de datos

El preprocesamiento de datos es de gran importancia en la preparacion de
la base de conocimiento de idioma cuando se realizan TA. En este sentido,
se busco limpiar y estandarizar cada palabra en el conjunto de datos para
mejorar el rendimiento del modelo.

e Eliminacién de la puntuacion

Para garantizar la uniformidad de todo el conjunto de datos se eliminaron
los signos de puntuacién de idioma Yorem-nokki y del idioma Espariol:
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coma, punto, punto y coma, dos puntos, puntos suspensivos, signos de
admiracién e interrogacion, raya, guion, paréntesis, corchetes, comillas
dobles y comillas simples.

e Limpieza de espacios y caracteres

Para garantizar un formato adecuado se eliminaron espacios adicionales
entre palabras, espacios iniciales y espacios finales. También se
identificaron y eliminaron caracteres no vélidos.

e Minusculas

Con la finalidad de tener coherencia en las frases se convirtieron
a mindscula. Aunque en algunas ocasiones es importante utilizar
mayusculas y mindsculas para nombres propios, acronimos, ubicaciones
y términos significativos, en este caso no se consideraron. En la Tabla 1 se
puede observar un primer parte del preprocesamiento.

Tabla 1
Preprocesamiento: eliminacién de puntuacién, limpieza de espacios y conversion
a minusculas

Frase Idioma Yorem-nokki Idioma Espariol
Normal i Wa’am jakune’e wéyye ! i Vete por alla !
Después de waam jakunee weyye vete por alla
Eliminar

Fuente: Elaboracién propia.
e Manejo de la Tokenizacion

Debido a que el modelo de traduccién no puede trabajar con las frases
enteras, estas se dividieron en palabras. Entonces, se implementé el
proceso de tokenizacion el cual consiste en dividir el texto en unidades
basicas llamadas tokens, en este caso, la unidad basica es la palabra.

e Diccionario de datos

Debido a que el modelo solamente utiliza informacién numeérica,
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posteriormente, se procedié a construir un diccionario numérico con
cada token. En este sentido, a cada token se le asigné un ntimero Unico.
En la Tabla 2 se puede observar una segunda parte del preprocesamiento.

Tabla 2
Preprocesamiento: manejo de tokenizacién y diccionario de datos

Frase Idioma Yorem-nokki Idioma Espariol
Preprocesada waam jakunee weyye vete por alla
Tokenizacién-pa- | [‘waam’, jakunee’, ‘weyye’] [‘vete’, ‘por’, ‘alla’]
labras

Tokeni- (60, 28, 29] 45, 46, 47]
zacién-nimeros

Fuente: Elaboracién propia.
e Longitud de las frases

Para garantizar que las frases de entrada del modelo tuvieran la misma
longitud, se identificd la frase mas larga dentro del conjunto de datos y se
aplicé un rellenado (con valor numeérico 0) para el resto de las frases. De
esta manera, todas las frases alcanzaron la misma longitud de entrada en
el modelo.

Entrenamiento

El modelo utilizado es una arquitectura de red neuronal de ultima
generacién llamada Transformer. Este modelo fue propuesto por
(Vaswani et al., 2017) y se basa en mecanismos de autoatencion.

Para el entrenamiento se utiliza como conjunto de datos el diccionario
de palabras y frases del idioma Yorem-ndkki recopilado por (Aguilar
Velazquez Néstor, 2020). Aunque existen otros conjuntos de libros
relacionados con cuentos, tradiciones y normas del idioma Yorem-nokki,
el diccionario de Aguilar Velazquez (2020) retine el mayor nimero de
palabras relacionadas con el idioma.

El conjunto de datos del diccionario utiliza un alfabeto de 20 letras
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A)B,CH,E,H, L], K, L, M, N,O, P R, S, T, U W, X, Y) de los cuales hay
5 vocales y 15 consonantes. En el idioma Yorem-nokki utiliza el signo
ortografico llamado apdstrofo (“) para la correcta pronunciacién de las
palabras, pero en la limpieza de los datos fue necesario eliminarlo para
mejorar la precisiéon de la traduccién.

Debido a falta de informacién digital de idioma Yorem-ndkki en
este trabajo se utilizaron 39,510 palabras y frases en idioma Espafiol y
su correspondiente significado en idioma Yorem-nokki. Es importante
mencionar que no se utilizé ninguna técnica especial para aumentar el
conjunto de datos.

Para el entrenamiento se utilizé el entorno de desarrollo Google Colab
(2025) y también, el servidor local Intel Xeon CPU con sistema operativo
Windows 10. En Google Colab se generaron modelos de entrenamiento del
idioma Yorem-ndkki al idioma Espafiol (y viceversa) con los siguientes
hiperparametros: 2500 épocas, 3 codificadores, 3 decodificadores,
funcién de activacién ReLU (Rectified Linear Unit), lotes de 64 ejemplos a
la vez y optimizador Adam (Adaptive Moment Estimation). Del conjunto
total solamente se utilizé un 75% (29362) para entrenamiento y un 25%
para prueba (9878).

Para evaluar el rendimiento del modelo se utilizaron las métricas
Bilingual Evaluation Understudy (BLEU) y Character-level F-score++
(ChrF++) en los conjuntos de datos de entrenamiento.

Procedimiento

El procedimiento para llevar a cabo la evaluacién de la calidad de la
traduccién se describe a continuacion:

1. Eladministrador ingresa al servidor donde esta el conjunto de datos
y el modelo de red neuronal Transformer.

2. El administrador define los pardmetros de configuraciéon del Modelo
y se entrena la red neuronal Transformer en la plataforma Google
Colab del idioma Yorem-nokki al idioma espafiol y viceversa. Para
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cada caso se obtiene un archivo con los modelos entrenados.

3. Luego, se configura el servidor local Intel Xeon CPU con los modelos
entrenados del idioma Yorem-nokki al idioma esparfiol y viceversa,
para posteriormente realizar pruebas de traduccién.

4. Se prueban traducciones con 300 frases aleatorias (con mas de una
palabra) del idioma Yorem-nokki al idioma Espafiol para evaluar la
calidad de la traduccién con la métrica BLUE y la métrica chrF++. El
valor esperado de la métrica BLEU y chrF++ estd en el rangode O a 1.

5. Posteriormente, se prueban 300 traducciones de una frase del idioma
Espariol al idioma Yorem-nokki con el modelo neuronal Transformer
ya entrenado y se obtiene el valor de la métrica BLEU BLUE y la
meétrica chrF++. El valor esperado esta en mismo rango de O a 1.

6. Finalmente, con la informaciéon recabada se realiza un analisis
estadistico de medias y desviaciéon estdandar con los valores de la
métrica BLEU y chrF++.

Resultados y Discusiones

En esta seccién se presentan los resultados obtenidos de la evaluacién
del modelo. Para las pruebas del modelo se considerd la evaluacién
cuantitativa, las variables a considerar fueron la métrica BLEU y la métrica
chrF++.

Evaluacion de la calidad

La evaluacién de las traducciones se realizd considerando frases con mas
de una palabra. Para ello se seleccionaron de manera aleatoria 300 frases
cortas del diccionario.

A continuacion, se presentan los resultados de traduccién:
e Resultados del idioma Yorem-nokki al idioma Espariol

En la Tabla 3 se puede apreciar los resultados de la evaluacién de la calidad
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de las algunas frases del idioma Yorem-nokki al idioma Espafiol, con las
métricas BLUE y chrF++.

Tabla 3
Resultados de la evaluacion de la calidad del idioma Yorem-nokki al idioma
Espafiol

Palabra en Palabraen Es- | Traduccion del | Métrica | Métrica
Yorem-nokki pafiol Modelo Neu- | BLEU chrF++
ronal Trans-
former
kaa lawti aane lentitud lentitud 1 1
a que tantas
jaykimsu jiaayse aquehorastu | horastu 01714 0.5972
ketche alheyya ja- buenas tardes buenas tardes
chisu emow weyye comotehaido |como televan-
tekkilpo en el trabajo taste hoy 03082 | 05606
kaa jiaaley callaba callaba 1 1
batchia bodeegam silo silo 1 1
achikola weena circundar conductor 0 0.1319
tebuxria buiyte transcurrir transcurrir 1 1
jammut sullame galante mujeriego 0 0.045
jitta
nawnunuwuyeme receptaculo bandolero 0 0.0786
librom oorewaapo librero librero 1 1

Fuente: Elaboracién propia.

Se puede apreciar en la Tabla 3 que la evaluacion de la calidad de las
meétricas se encuentra en el rango de 0 a 1. En los valores mds cercanos
a 1 indica que la traduccién realizada por la inteligencia se acerca a la
traducciéon humana. En estos 10 casos se observa que la métrica chrF++
realiza una evaluacién mas realista de la calidad de la traduccién. Por
ejemplo, en la frase en Yorem-ndkki “jaykimsu jiaayse” que significa
en Espariol “a que horas tu”, la propuesta del traductor automatico al
idioma Espariol fue “a que tantas horas tu”. A pesar de ser muy similares
la puntuacién asignada por la métrica BLUE fue mds estricta con un valor
de 0.1714 (muy cercana a cero), mientras tanto, la métrica chrF++ le asigné
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una puntuacién mas realista con un valor de 0.5972 (muy cercana a uno).

Para determinar la ubicacién de los puntos donde se centran o se
inclinan los resultados de las métricas de BLUE y chrF++, en la Tabla 4, se
muestran los resultados de la media y la desviacién estandar.

Tabla 4
Resultados estadisticos de la evaluacion de la calidad del idioma Yorem-nokki al

idioma Espafiol

Meétricas Media Desviacion Estandar
Métrica BLUE 66.59% 04682
Meétrica chrF++ 70.87% 0.4179

Fuente: Elaboracién propia.

En la Tabla 4 se aprecia que la métrica chrF++ presenta un mejor
resultado de 70.87% y una desviacién estandar baja de 0.4682 en cuanto
a la calidad de la traduccién. Por otra parte, aunque la métrica BLUE
presenta un ligero bajo resultado de 66.59% y una desviacién estandar
de 0.4682, se pudo observar que muchas TA calificadas con BLUE fueron
calificadas de manera mas estricta (con valor cero a pasar existir relacién
entre la traduccién original y la traduccién automatica).

En la Figura 1, se muestra la distribucién de puntajes de la métrica
BLUE y la métrica chrF++ de las traducciones del idioma Yorem-nékki
al idioma Espafiol. La Figura muestra los rangos de evaluacién de la
calidad (a través de las métricas BLUE y chrF++) de las frases del idioma
Yorem-ndkKki al idioma Espafiol. Los valores cercanos a 1 indican que las
traducciones fueron casi idénticas a la traduccién humana. En ese sentido,
se puede apreciar que el mayor porcentaje (66.1% de TA) se encuentra en
el rango de 09 — 1. También, se observa que la evaluacion de la calidad de
las TA en ambas métricas alcanzo el mismo valor.
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Figural
Distribucién de puntaje de lamétrica BLUE y la métrica chrF++ delas traducciones

del idioma Yoreme al idioma Espafiol

B Métrica BLUE W Métrica chrF++

66.1%
66.1%

31.9%

19.9%

X
“f
g g & R ¥ 2R £ 3 S S LR
“‘ a5 o s S m s 3 v SR e}
“ o c - co c ™ c © o © oo
- — u p— | — - - -
0-0.101-020.2-0303-0404-0505-0.60.6-0.70.7-0.80.8-0.9 09-1

Fuente: Elaboracién propia.

Por otro lado, también se aprecia que la métrica BLUE fue mds estricta
en la evaluacién y asigné una valoracién de O — 0.1 a un 31.9% de las
traducciones contra chrF++ que asignd una valoracién de 199%. En
la Figura las valores de chrF++ estdn mas distribuidas, lo que significa
que asignd valoraciones a traducciones candidatas que parcialmente
coincidian con la traduccién original.

e Resultados del idioma Espariol al idioma Yorem-nokKi.

Enla Tabla 5 se puede apreciar los resultados de la evaluacién de la calidad
de las algunas frases del idioma Espafiol al idioma Yorem-noékki, con las
métricas BLUE y chrF++,
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Tabla 5
Resultados de la evaluacién de la calidad del idioma Espariol al idioma Yorem-
nokki

Frases en Es- Frases en Traduccién del | Métrica | Métrica
pafiol Yorem-noékki | Modelo Neuro- | BLEU chrF++
nal Transformer
de aquella
manera waneeli aajimmak 0.0675 | 0.0463
levendraala
mermoria waatina waatina 1 1
dio por cierto suaalek suaalek 1 1
at moriatek-
lo embrujaria kipanua bexjasu 0 0.0333
estando senta-
dos jookaka jookari 0 0.469
se ha puesto
escaso poroxtila poroxtila 1 1
lelanza maabareka maabaana 0 03649
le pasarozando | jelixte jelixte 1 1
pasandole en-
cima warakteka warakteka 1 1
mekkayaix-
llegaron lejos suk mekkayaixsuk |1 1

Fuente: Elaboracién propia.

Se puede ver en la Tabla 5 que la métrica chrF++ también realiza
una evaluaciéon mas a nivel de cardcter de la calidad de la traduccién.
Por ejemplo, en la frase en Espaiiol “le lanza” significa en Yorem-ndkki
“maabareka”, la propuesta del traductor automatico fue “maabaana” que
significa en idioma Espafiol “le querra tirar”, si se observa las palabras en
Yorem-nokki de la frase original y candidata son muy similares, por lo
que la puntuacion asignada por la métrica chrF++ fue de 0.3649. Por otra
parte, la métrica BLUE fue mas estricta y le asigné una valoracién de 0
(cero).

Para determinar la ubicaciéon de los puntos donde se centran o se
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inclinan los resultados de las métricas de BLUE y chrF++, en la Tabla 6, se
muestran los resultados de la media y la desviacién estandar.

Tabla 6
Resultados estadisticos de la evaluacién de la calidad del idioma Espariol al idioma
Yorem-ndkki

Meétricas Media Desviacion Estandar
Métrica BLUE 66.28% 0.4725
Métrica chrF++ 73.22% 0.3993

Fuente: Elaboracién propia.

También, en la Tabla 6, aunque se observa que la métrica chrF++
presenta un mejor resultado de 73.22% y una desviacién estandar baja
de 03993 en cuanto a la calidad de la traduccién, esto se debe a que la
valoracién se hace a nivel de caracter por lo que su resultado es un poco
mas realista con la traduccién humana. Por otro lado, la métrica BLUE
presenta un resultado de 66.28% y una desviacién estandar de 0.4725 en
cuanto a la calidad de la traduccidn, esto se debe a que la métrica es mds
estricta en la valoracion de las frases candidatas y de referencia.

En la Figura 2, se muestra la distribucién de puntajes de las métricas
BLUE y chrF++ de las traducciones del idioma Espafiol al idioma Yorem-
nokki. La Figura muestra los rangos de evaluacién de la calidad (a través
de las métricas BLUE y chrF++) de las frases del idioma Espariol al idioma
Yorem-ndkki. Los valores cercanos a 1 indican que las traducciones fueron
casi idénticas a la traduccién humana. Por lo anterior, se puede apreciar
que el mayor porcentaje (66.2% de BLUE y 67.2% de chrF++, de las TA) se
encuentra en el rango de 0.9 — 1. También, se observa que la evaluacién de
la calidad de las TA en ambas métricas alcanzdé casi el mismo valor (con
un 1% de diferencia porcentual).
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Figura 2.
Distribucién de puntaje de lamétrica BLUE y la métrica chrF++ de las traducciones
del idioma Espariol al idioma Yorem-nokKki.

M Métrica BLUE W Métrica chrF++

0-0.10.1-0.20.2-0.30.3-0.40.4-0.50.5-

33.6%
17.2%
0.0%
Hl 6.6%
0.0%
B 2.0%
0.2%
2.5%
0.0%
1.7%
0.0%
o | 0.7%
0.0%
o | 0.7%
0.0%
I 0.7%
0.0%
I 0.7%
I 66.2%
I 67 .2%

©o

.60.6-0.70.7-0.80.8-0.9 0.9-1

Fuente: Elaboracién propia.

En la Figura 2, también se aprecia que la métrica BLUE fue mas
estricta en la evaluacion y asigné una valoracién de 0 — 0.1 a un 33.6%
de las traducciones contra chrF++ que asignd una valoracién de 17.2%.
En esta Figura también se observa que las valores de chrF++ estdn mas
distribuidos, lo que significa que asigné valoraciones a traducciones
candidatas que parcialmente coincidian con la traduccién original,
mientras que BLUE las penalizado.

Discusiones

Los resultados obtenidos de la evaluacién de la calidad con el modelo
de red neuronal Transformer entrenado con un corpus limitado de la
lengua indigena Yorem-nokki alcanzé un promedio de 66.44% con la
métrica BLEU y un 72.05% con la métrica chrF++. Estos datos guardan
relacion con los hallazgos encontrados en (De Gibert et al., 2025) que
destaca que, aunque los modelos basados en transformers logran avances
considerables en lenguas indigenas, los valores de métricas como BLEU
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suelen estar por debajo del 70%, debido a la escasez de datos paralelos
y a la morfologia compleja de estas lenguas. Por otra parte, la presente
investigacién evidencia que chrF++ otorgd evaluaciones mas realistas
en comparacion con BLEU, lo que permite mencionar que (De Gibert et
al., 2025) sugiere que métricas a nivel de caracter, como chrF++, son mas
adecuadas para evaluar traducciones en lenguas con alta variabilidad
morfoldgica y carencia de recursos lingtiisticos estructurados. Esto valida
la eleccién metodolégica de emplear ambas métricas, permitiendo una
visién mas detallada y equitativa de la calidad de traduccién.

Los hallazgos de esta investigacién no solo aportan evidencia sobre
la calidad alcanzable en la TA del Yorem-ndkki, sino que también
refuerzan el potencial de la IA como herramienta para la preservaciéon y
revitalizacion lingliistica, tal como lo plantea (Pinhanez et al., 2024) en
su estudio, los autores destacan que una tecnologia lingiiistica efectiva
debe estar al servicio de las comunidades hablantes, considerandose
no Unicamente desde su precisién mecdnica, sino también desde su
accesibilidad, utilidad cultural y capacidad de fomentar el uso cotidiano
de la lengua.

Enestesentido,laevaluacion realizadaen el presente trabajo representa
una contribucién inicial en esa direccion, al facilitar que estudiantes y
docentes de comunidades Yorem-nokki puedan realizar traducciones
inmediatas entre su lengua originaria y el espafiol. Este uso practico
puede contribuir, en palabras de (Pinhanez et al., 2024), a “reinsertar las
lenguas en la vida digital cotidiana”, algo que se considera esencial para
su supervivencia.

Conclusiones

De la evaluacién de la calidad de las TA utilizando el modelo transformer
con 300 frases aleatorias (con mds de una palabra) se puede concluir lo
siguiente:

e Lamétrica BLUE, del idioma Yorem-ndkki al idioma Espafiol, alcanzé
unamedia de 66.59% con una desviacion estandar de 0.4682, mientras
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que del idioma Espariol al idioma Yorem-nékki, alcanzé una media de
66.28% con una desviacién estandar de 0.4725. Esto confirma como
valida la Hipotesis Alterna (CAL-BLUE-H1): La calidad de la TA del
idioma Yorem-nokki alcanza o supera 60 puntos de la métrica BLEU.

e La métrica chrF++, del idioma Yorem-ndkki al idioma Espafiol,
alcanzo una media de 70.87% con una desviacién estandar de 0.4179,
mientras que del idioma Esparfiol al idioma Yorem-nokki, alcanzo
una media de 73.22% con una desviacion estandar de 0.3993. Esto
confirma como valida la Hipétesis Alterna (CAL-CHRF-H1): La calidad
de la TA del idioma Yorem-nodkki alcanza o supera 60 puntos de la
métrica chrF++.

Se puede apreciar que la métrica chrF++ obtuvo una valoracién de 4
puntos porcentuales por encima de la métrica BLUE, esto significa que
su valoracién de la calidad de la traduccién es mas granular, a nivel de
caracter, por lo que se consideran incluso las aproximaciones parciales
de una traduccién. En este contexto, se considera una valoracién mas
realista. En cambio, la métrica BLUE es mas estricta ya que la valoracién
de la traduccién es a nivel de palabra, por lo que penaliza las palabras que
son diferentes incluso si es una letra.

Esimportante mencionar que, aunque esto presenta un buen resultado
en la medicién cuantitativa del modelo de traduccién del idioma Yorem-
nokki al idioma Espafiol (y viceversa), este resultado atiin estd alejado del
valor ideal (90-100%) ya que esto en buena media depende de contar con
una base de conocimiento mds amplia, incluir diccionarios de sinénimos
e inyectar mas ciclos de entrenamiento al modelo propuesto.

Con esta idea en mente, se identificaron las siguientes areas de
oportunidad para trabajo futuro. Primero, incorporar mas frases de libros
publicados en Yorem-nokki e incorporar diccionarios de sinénimos y
anténimos; segundo, probar con algunos modelos pre-entrenados de
otros idiomas indigenas ya que segin algunos autores se ha mejorado la
calidad de las traducciones automaticas; tercero, realizar una evaluaciéon
cualitativa de la calidad del traductor automatico con expertos del idioma;
y cuarto, construir un prototipo de software de libre acceso para que
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la comunidad Yorem-nokki del Norte de Sinaloa ayude a enriquecer el
conjunto de datos.

Este proyecto de investigacion estd en desarrollo, pero a corto plazo
estara en linea el software de traduccién automadtica, el cdédigo fuente y
el conjunto de datos del idioma Yorem-no6kki de esta manera se pretende
que esté al alcance y pueda ser utilizado como alternativa a futuras
investigaciones en el campo de la traduccién automatica.
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